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Abstract. In this paper, we propose a method for per-
sonal identification using facial features and context
information. The method can overcome a problem of
partially occluded images. In the proposal method,
facial similarity is calculated by using the CLAFIC
method from a face image and the parts in the face,
such as the image of eyes. In addition, we focus on
clothes of each target person and time information as
the context. We apply these features into a scoring
method and a machine learning method. In the exper-
iments, we confirmed that proposal method is better
than the method using only the face image similarity
and the heuristic method based on a scoring.
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1. Introduction

Person identification is one of the most important tasks
in computer vision. One approach to identify a person us-
ing a computer is based on analysis of captured images
from a camera. Many researchers have studied image
based person identification methods. The most famous
approach is to use face information. The face based meth-
ods are classified into two approaches: methods based
on geometrical features and methods based on an appear-
ance model. As a method based on geometrical features,
Kanade [3] has proposed a method using face feature
points, such as nose, eyes and so on. On the other hand,
the CLAFIC method [10] and the EigenFace method [8]
are the most famous approaches of appearance models.
These methods need the face image for the identification
process. However, the face images are not always cap-
tured correctly from a camera. For example, there is a
problem with occluded images, such as face images with
sunglasses.

To solve this problem, we need to apply other informa-
tion to the identification process for the improvement of
the accuracy. One approach is to utilize context informa-
tion that each person possesses. Gallagher and Chen [2]
have reported the effectiveness of context information in a
people recognition system. They applied several features,
such as clothing and gender, to the system in the case that
it is difficult even for humans to determine individuals,

such as brother and sister.

In this paper, we describe a person identification
method for occluded images. The method employs three
types of features. The first feature set is based on facial in-
formation. As mentioned above, facial information is one
of the most effective features for the identification pro-
cess. The second feature set is based on clothing infor-
mation. Clothing information contains characteristics of
individuals. Clothing of each person is one of the most
effective features for the identification process because
clothing denotes individual personality and does not usu-
ally change in a day. Also, we have a natural tendency
to wear the same clothing periodically. The third feature
set is based on time information. Here we assume that
there is a recognizable pattern for human behavior. For
example, it is arrival time to the offices or labs. It usually
becomes habit-forming. We apply the feature sets to the
identification process. For the identification process, we
compare two approaches; a scoring based method and a
machine learning method.

2. Proposed system

In this section, we explain our person identification
method. Figure 1 shows the outline of the method. The
target images are frontal shots with a face and a clothing
area. We capture images of persons on a chair by a camera
on a desk. It combined three types of different features;
facial features, clothing and time features.

2.1. Facial feature
2.1.1. Facial parts detection

In this process, we need to detect a face in an image
first. For the face detection, we apply the method pro-
posed by [9] and [5]. In addition, we utilize the method
proposed by [6] for improvement of the accuracy and the
processing speed. By using these method, we extract a
face area and face parts from each input. The process is
as follows:

1 convert an image into gray scale and detect the face
area.

2 apply restrictions for the face part detectors.

« eye restriction: eyes exist in upper half of the face
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Fig. 1. The outline of the proposed method.
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Fig. 2. The outline of the face part detection.

 nose restriction: nose exists in upper side of the
face and below the eyes

« mouth restriction: mouth exists below the nose.

If the eyes or nose are not detected, we use the mid-
dle area in the three-way split of the face area for
nose detection and the bottom area for mouth detec-
tion.

3 enlarge each area 4 times and homogenize the areas.

4 extract each part from the areas by using each part
detector.

Figure 2 shows the outline of the process.

2.1.2. Facial similarity

We use feature’s values from the detected face parts.
We compute similarities of the face and face parts by us-
ing the CLAFIC method [10]. We generate the correlation
matrices for each facial feature, and compute the eigen-
vector as subspace.

In the identification process, we project features of a
target person into the subspace, and compute the sizes of
each projection vector. The sizes of the projection vector
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Fig. 3. An example of clothing area detection.

denote similarities. The facial similarity (Sf) is computed
as follows:

St = Stace + Sefteye‘l‘sighteye"‘snose"‘ Shouth (1)

where St ace, Sefteyea Srighteyea Shose and Syouth are the sim-
ilarities from the face, left eye, right eye, nose and mouth

parts, respectively.

2.2. Clothing feature
2.2.1. Clothing area detection

For the feature extraction from clothing, our method
needs to detect a clothing area in an image. The clothing
area detection is based on an assumption that a clothing
area exists below the face area detected in Section 2.1.
Figure 3 shows an example of the clothing area detection
process.

The clothing area is determined on the basis of the size
and location of the face. The location of top left of the
clothing area (locy) is computed by

loc = w° x heights +loc] )

where height; is the height of the face area. IOC; is the
top left y of the face area. W is a constant factor and



Table 1. Clothing features.
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Fig. 4. Color histograms.

the value is 1.4 in this paper. The value is determined
experimentally.

2.2.2. Clothing similarity

We apply four clothing features to our method. The
four features have different characteristics: global vs. lo-
cal and color vs. texture. They are classified as Table 1.

« Color histogram
This is a global feature about color information of
clothing. For this feature, we use HSV as the color
model. We generate histograms from hue, saturation
and brightness values. Figure 4 shows an example of
the histograms from clothing.

We apply Bhattacharyya distance into the similarity
calculation. The similarity between two histograms
is computed as follows:

m

S= Zv Pudu 3)

u=1

where p and g are normalized histograms. mdenotes
the number of bins.

In the identification process, we compute the simi-
larity Sy¢ between histograms of a target person and
histograms in the database generated from the train-
ing data by using Eq (4).

Sis =\/SFi + S+ 4)

where &, Ssand Sy are the similarity measures of
hue, saturation and brightness value, respectively.

o Color mosaic
This is a local feature about color information of
clothing. By using color mosaic, we reduce adverse
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Fig. 5. The similarity calculation between mosaic images.

Fig. 6. Power spectrum images.

affects which are caused by wrinkles in the clothing.
In this feature, we use a L*a*b* color space.

The similarity measure is based on color difference
between images, and computed as follows:

D =\/AL +2 +Aax? +Abs? (5)

where ALx, Aax and Abx are color difference values.
Figure 5 shows an example of the similarity calcula-
tion. The final similarity Syosaic 1S computed as fol-
lows:

c
Stossic = 2, D (6)
i—0

where C is the number of cells in the mosaic image.

Power spectrum

This is a global textural feature. The power spectrum
is a representation of the magnitude of the various
frequency components of an image by Fourier trans-
form. It contains textural information of the clothing.

We compute a similarity measure from power spec-
trum images by using the CLAFIC method. The
Value iS Sfourier.

Higher Order Local Autocorrelation

This is a local textural feature. Higher order local
autocorrelation is one of the most famous shape fea-
tures in computer vision [4]. The Nth-order autocor-
relation functions with N displacements a,, ..., ay are
computed by

xN(al,...,aN):/f(r)f(r+a1)...f(r+aN)dr (7)

where r and f(r) are a target pixel and the function.
Here N is 2 and the size of a window is 3 x 3, that is
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Fig. 7. The mask patterns on HOLA.

the number of mask patterns is 25. Figure 7 shows
the mask patterns. The feature value is based on the
summation of the mask patterns in each pixel. For
the similarity calculation, we apply Mahalanobis dis-
tance which is based on correlations between vari-
ables. We compute the similarity Syask between the
feature of a target person and the feature of each per-
son in the database.

Finally, we integrate the four similarity measures. First,
the measures are uniformly scaled because the range of
them are different. Then, the similarity of clothing (S¢) is
computed as follows:

Sc = Shist + Smozaic + Stourier + Smask ®)

2.3. Time feature
2.3.1. Time feature extraction

Most people have a routine. Here suppose that we
apply our person identification method to an attendance
management system as an application. In this situation,
there are many recognizable patterns for human behavior.
For example, it is arrival time to the offices or labs. There-
fore, we add time features to the identification process.

The time features are extracted from metadata in each
image file. We extract information on “Date and Time”
tag from the Exchangeable image file format (Exif). We
introduce time information and a day of the week (e.g.
Sunday) of each image.

2.3.2. Time similarity

Time features are computed on the basis of the mode.
It is the value that occurs most frequently in training data.
Here we quantize time information with hours, e.g., 12:15
is 12. First, we extract the mode (mode;) of each person in
the training data. Then, we compute the distance between
an input and mode; of each person in the training data'.
On the basis of the value, we compute time feature Stime
as follows:

|[mode; — time|
maxt

)

Stime =1-

1. Here we treat the distance on time information. For instance, the distance
between 1:00 and 23:00 is 2 (not 22).

where time is time information of a target person. max;
is a factor for normalization. The value is the maximum
difference? between mode; and each time information in
the training data.

The second time feature is based on a day of the week.
We also detect the mode about a day of the week (modeq)
for each person. Then, we compute the difference be-
tween an input and modey in the training data. Here we
use the minimum distance between days. For example,
the distance between Sunday and Monday is 1 and the
distance between Tuesday and Saturday is 3. We compute
day feature Sqay as follows:

|[modey — day|
maxXq

Sday =1- (10)
where day is the day of the week. maxq is a factor for
normalization and the value is 3.

Finally, we combine the two similarity measures as fol-
lows:

St = Stime + Sday (11)

2.4. Identification process

In this paper, we compare two methods for the iden-
tification process. The 1st method is based on a scoring
approach with some parameters. The 2nd method is based
on a machine learning approach, AdaBoost with C4.5.

2.4.1. Scoring

The first approach is based on a scoring function. The
score of a person i is computed as follows:

Scorej = o x S+ B X Sc+ 7 x S (12)

where S¢, S¢ and S; are computed by Eq. (1) in Section
2.1, Eq. (8) in Section 2.2 and Eq. (11) in Section 2.3 re-
spectively. o, B and y are weighting parameters for each
feature. The values of the parameters are determined ex-
perimentally. We set o« = 1.0, § = 0.5 and vy = 1.0. Fi-
nally, we select the person which contains the maximum
Scorej as the output of the identification process.

2.4.2. Machine learning

The scoring based method contains a problem. It was
based on three weighted parameters; o,  and y. We
need to experimentally determine the parameters for the
method. They were not always robust values for the iden-
tification. We might need to investigate the optimal values
again if the dataset is changed. To solve this problem, we
apply a machine learning approach to the method.

We construct a classifier based on the facial, clothing
and time features and employ the AdaBoost algorithm [1]
as the classifier. The AdaBoost algorithm is one of the
most famous machine learning techniques. It generates a
strong classifier by combining some weak classifiers. We
implement the AdaBoost with the open source software

2. Therefore, it is 12 in this equation.
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Fig. 8. Adaboost.

Weka® and use the C4.5 algorithm [7] as the weak clas-
sifiers*. C4.5 is also one of the famous machine learning
techniques, which is to generate a decision tree. Figure
8 shows the outline of the AdaBoost algorithm. We ex-
tend the AdaBoost into multi-label classification with the
One-versus-Rest method.

3. Experiment

In this section, we compared the two identification ap-
proaches first. In the experiment, we also compared the
methods using context with a method using only face fea-
tures. Then, we discuss the combination of context fea-
tures.

3.1. Dataset

For the experiment, we simulated (1) faces with sun-
glasses, (2) faces with a mask and (3) faces with sun-
glasses and a mask as occluded situation. Figure 9 shows
an example of the dataset. In this experiment, we simu-
lated occluded images because all face images in the data
set contained all information about a face and the parts.
For example, we deleted eye features as hypothetical im-
ages about faces with sunglasses.

We captured face images with clothing during 40 days.
The number of test subjects was 7 persons. The training
data consisted of 875 images (7 persons x 125 images).
The test dataset consisted of 175 images (7 persons x 25
images). Although the captured dates in the training and
test data were different, the clothing in the test data was al-
ways contained in the training data. In other words, there
was not unknown clothing in the test data.

3.2. Results

Table 2 shows the experimental result with all features,
namely facial, clothing and time features. The accuracy
was computed by

# of images identified correctly o

100.
# of images

In the table, SG, Mask and SG+Mask denote faces with
sunglasses, faces with a mask and faces with sunglasses

3. http://www.cs.waikato.ac.nz/ml/weka/
4. Actually, it is “J48” in Weka.

Fig. 9. Face and clothing images.

Table 2. The experimental result with all features.

\ | SG | Mask | SGtMask | Ave |
Scoring 85.1% | 96.6% 71.4% 84.4%
Adaboost | 96.6% | 92.6% 97.7 % 95.6%
FaceOnly | 69.7% | 88.0% - -

and a mask, respectively. FaceOnly denotes a method
without context features namely clothing and time fea-
tures. In other words, the method used only nose and
mouth features for the situation SG and only right and left
eyes features for the situation Mask. For the SG+Mask,
the method without context features did not identify any
persons because all parts in a face were hidden. The iden-
tification process of FaceOnly was based on AdaBoost.

For the experiment with all features, the machine learn-
ing based method outperformed the accuracy in terms of
SG and SG+MASK. On the other hand, it generated lower
accuracy for Mask as compared with the scoring based
method. It was caused by the magnitude of eye features
in the dataset. For the Mask situation, the accuracy was
high even if the method was based on only eye features
(88.0% by FaceOnly in Table 2). In the facial similarity
St, the scoring method was dominated by the eye features
(Siefteye and Srighteye). The two methods with context in-
formation, namely clothing and time features, produced
higher accuracies than that without context information
(85.1% & 96.6% vs. 69.7% in SG, and 96.6% & 92.6%
vs. 88.0% in Mask). Moreover, the method without con-
text was essentially weak for occlusion. In the SG+Mask
situation, it could not treat any images. The experimen-
tal result shows that context information is robust features
for person identification in various situations.

Next we evaluated the combination of the features. Ta-
ble 3 shows the experimental result with the best features.
In the table, F+C denotes the combination of facial fea-
tures and clothing features. F+C+T denotes the combina-
tion of all features.

For the scoring method, time features were poorly-
functioning. For the machine learning method based on
Adaboost, they decreased the accuracy of the Mask situa-



Table 3. The experimental result with the best features.

| [ SG [ Mask | SGTMask | Ave |
| 914% | 989% | 81.7% | 90.7%
Scoring FC FrC e
Adaboost 96.6% | 97.1% 97.7% 97.1%
F+C+T | F+C | F+C+T

tion. We introduced time and a day of the week informa-
tion as time features. Only they did not contain enough
description for the person identification. We need to con-
sider other time features, such as sojourn time, for the im-
provement of the accuracy. Besides, the number of test
data sets was one of the reasons that time features were
not effective. There are numerous variations of arrival
time as compared with variations of clothing. To achieve
higher accuracy, we need to collect more training data.

The average accuracies of Adaboost outperformed
those of the scoring method. The result shows the diffi-
culty of parameter tuning in the scoring method and the
robustness of the machine learning based method. On
the other hand, placing emphasis on significant features,
which are eye features in this experiment, leads to im-
provement of the accuracy (See the Mask situation). A
hybrid approach based on the scoring and Adaboost is one
solution for the issue.

4. Discussion and Conclusions

In this paper, we proposed a method for personal iden-
tification with context information to overcome a problem
of partially occluded images. The method handled three
types of features; facial, clothing and time features. The
facial features were based on the CLAFIC method. For
the clothing features, we utilized four different types of
characteristics; global or local and color or texture. The
time features consisted of time and a day of the week in-
formation.

We compared two methods; a scoring method and a
machine learning method based on Adaboost. The av-
erage accuracy of the Adaboost outperformed the scor-
ing method (97.1 vs. 90.7 in the best feature set). On
the other hand, the scoring method produced higher accu-
racy than the Adaboost in the Mask situation. Combin-
ing the two methods is one future work to achieve higher
accuracy. The accuracies of the two methods with con-
text information were dramatically improved as compared
with a method without context information. Furthermore,
the methods with context could appropriately deal with a
problem about the occluded images. These results show
the effectiveness of context information for the person
identification.

The target occlusion in the experiment was based on
sunglasses and a mask on a face. Our method can essen-
tially deal with other occluded images if the images con-
tain a clothing area. The experiment with other situations

is one of the important tasks to evaluate the availability of
our method.

We focused on identification of a person; in other
words, it was a classification task of images. In the person
identification, the true rejection rate is often discussed.
However, we did not apply any rejection process to our
system. The reason why we did not handle rejection
was that we had a plan to apply the person identification
method to an attendance management system as an appli-
cation. We think that it does not need strict rejection as
compared with security systems. However, the rejection
process is essentially important future work, as security
systems.

Future work includes (1) applying other clothing an
time features, (2) collecting more training data for time
features, (3) evaluation with other dataset, e.g., increase
of the number of target persons and a dataset in four sea-
sons, and (4) consideration of a rejection process.
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