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Per-Pixel Water Detection on Surfaces with Unknown Reflectance

Chao WANG ¥, Student Member, Michihiko OKUYAMA ", Nonmember, Ryo MATSUOKA ",

SUMMARY  Water detection is important for machine vision applica-
tions such as visual inspection and robot motion planning. In this paper, we
propose an approach to per-pixel water detection on unknown surfaces with
a hyperspectral image. Our proposed method is based on the water spectral
characteristics: water is transparent for visible light but translucent/opaque
for near-infrared light and therefore the apparent near-infrared spectral re-
flectance of a surface is smaller than the original one when water is present
on it. Specifically, we use a linear combination of a small number of ba-
sis vector to approximate the spectral reflectance and estimate the original
near-infrared reflectance from the visible reflectance (which does not de-
pend on the presence or absence of water) to detect water. We conducted a
number of experiments using real images and show that our method, which
estimates near-infrared spectral reflectance based on the visible spectral re-
flectance, has better performance than existing techniques.

key words: water detection, absorption, hyperspectral imaging, NIR, spec-
tral reflectance

1. Introduction

Detecting water on object surfaces such as road surfaces,
floors, and manufactured products is important for various
applications such as autonomous driving systems, robot path
planning [1], [2], and visual inspection [3], [4]. In spite of
its importance, water detection has received little attention
in computer vision literature.

Image-based water detection is a challenging problem.
This is because water is transparent for visible wavelengths,
and then the appearance of water on an object surface sig-
nificantly depends not on water itself but on the background
object surface. Therefore, it is difficult to distinguish sur-
faces with/without water from ordinary color images.

Interestingly, it is known that water is translucent or
opaque for near infrared (NIR) wavelengths, because water
absorbs NIR light [5]. Therefore, observing at NIR wave-
lengths, the brightness of an object surface on which water
is present is smaller than that without water, because NIR
light, incoming to and outgoing from the object surface,
is absorbed by water. In other words, the apparent spec-
tral reflectance, i.e. the ratio between the spectral radiance
observed at a surface point and the spectral irradiance, is
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Fig.1 The apparent spectral reflectance at a surface point when water is
absent (red line) and present (blue line) in it.

smaller when water is present (see Fig. 1). Hence, we could
detect water if the original spectral reflectance of an object
surface without water is known, and if the apparent spectral
reflectance of the point is smaller than the original one for
NIR wavelengths.

However, the original spectral reflectances of object
surfaces are unknown and spatially varying in general.
Therefore, when the apparent spectral reflectance of an ob-
ject surface is small, we cannot distinguish two cases: one is
that the original spectral reflectance itself is small, and an-
other is that the apparent spectral reflectance is small due to
the absorption by water.

Accordingly, in this paper, we propose a method for
per-pixel water detection via hyperspectral imaging. Specif-
ically, our proposed method estimates the original spectral
reflectance at each surface point in NIR wavelengths from
its apparent spectral reflectance in visible wavelengths, that
are invariant to the presence/absence of water. To this end,
we make use of the low-dimensional linear combination
model for spectral reflectance from visible to NIR wave-
lengths. Then, water is detected on the basis of the differ-
ence between the estimated original spectral reflectance and
the apparent one in NIR wavelengths. To demonstrate the
effectiveness of our method, we conducted a number of ex-
periments using real images, and then show that our method
works better than existing methods.

The main contributions of this study are twofold. First,
we propose a method for per-pixel water detection via hy-
perspectral imaging on the basis of wavelength-dependent
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opacity of water. Our method enables us to detect wa-
ter on surfaces with unknown and spatially-varying re-
flectance. Second, we experimentally show that the spec-
tral reflectances from visible to NIR wavelengths are ap-
proximately represented by using the low-dimensional lin-
ear combination model. The spectral reflectance estimated
on the basis of the low-dimensional model would be useful
for other applications such as spectral rendering and mate-
rial classification.

2. Related Work

Water Detection: In remote sensing literature, there are
well-known methods such as NDWI, HDWI, and their ex-
tension methods [6], [7]. These methods focus on detect-
ing water bodies such as rivers, ponds, and oceans. On the
other hand, we focus on detecting water on surfaces where
the reflectance is unknown and spatially-varying. Therefore,
the purpose of our method is different from these meth-
ods. In computer vision literature, in general, static water
has sky reflection outdoors, and then the area of water with
sky reflection can be easily distinguished from other terrain
by brightness [8], [9]. However, outdoor water detection is
still very challenging when sky reflection is not observed. If
there is water on an object surface, the ratio of the spectral
radiances on the surface at the two specific NIR bands will
change greatly when the lighting is constant [10]. However,
the spectral reflectance of surfaces such as factory automa-
tion is unknown and non-uniform, which makes it more dif-
ficult to identify water using only NIR spectral reflectances.
Water is the most complicated case. Because the appearance
of water on an object’s surface significantly depends not on
the water itself but on the background object surface. De-
spite this variability, water abosrbs light, different colors of
water and different backgrounds are classified by LDA [11].
However, it may be affected by the depth of the water to
obtain undesired results. In contrast to the above methods,
our method pays more attention to the property that water
is transparent in visible wavelengths and translucent/opaque
in the NIR wavelengths.

Hyperspectral Characteristics of Water: Shimano et
al. [12], [13] proposed a method for wetness estimation on
the basis of spectral analysis. Specifically, by analyzing the
scattering of light inside the wet object, the change in the
spectral brightness in the visible wavelengths due to water
wetting is explained. Asano et al. [14] proposed a method of
estimating the depth of objects in water on the basis of the
multi-wavelength images using the fact that water absorbs
NIR light. When light travels in water, water rarely absorbs
visible light, which explains why water appears transpar-
ent to human eyes. In contrast, water absorbs NIR light
from 830 nm to 1000 nm. In contrast to this approach, our
method focuses not only on the visible spectral reflectance
or the NIR spectral reflectance but on the connections be-
tween them.

Hyperspectral Object Detection: Hyperspectral im-
agery has been used in reconnaissance and surveillance ap-
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plications where targets of interest are detected and iden-
tified [15]. The orthogonal subspace projection (OSP) al-
gorithm [16] maximizes the signal-to-noise ratio (SNR) in
the subspace orthogonal to the background subspace. How-
ever, this method requires background information before-
hand, which is generally not achievable. The automatic tar-
get generation process (ATGP) [17] generates a set of tar-
gets from image data in an unsupervised manner which will
subsequently be classified. It can be used to search for a
specific target in unknown scenes. Compared with the clas-
sical detection technology, we propose a novel method for
estimating NIR reflectance from visible reflectance, which
solves the problem of detecting water and background when
the background is complex and unknown. Chakrabarti and
Zickler [18] use hyperspectral images of indoor and outdoor
scenes, derive an optimized spatio-spectral basis for repre-
senting hyperspectral image patches using PCA, and explore
statistical models for the coefficients in this basis. We pro-
posed a method for estimating a NIR spectral reflectance
from an apparent spectral reflectance in a visible light range
on the basis of the spectral correlation between visible and
NIR wavelengths.

3. Proposed Method
3.1 Outline

In this Section, we explain the details of our proposed
method. First, we describe a low-dimensional linear model
of spectral reflectance from visible to NIR wavelengths.
Second, we explain how to estimate the original spectral re-
flectance in NIR wavelengths from the apparent spectral re-
flectance in visible wavelengths under the assumption that
the spectral irradiance of a scene is known. Third, we
describe per-pixel water detection on the basis of the dif-
ference between the apparent and estimated original spec-
tral reflectances in NIR wavelengths. Figure 2 shows the
flowchart of our method.

3.2 Low-Dimensional Linear Model

Parkkinen et al. [19] studied the spectral reflectances of the
Munsell Color Book chips, and showed that the spectral re-
flectances in visible wavelengths are approximately repre-
sented by linear combinations of the basis functions derived
via Principal Component Analysis (PCA). Specifically, a

spectral reflectance p(A1) is represented as
N

P = Y eabu(D), ()
n=1
where A stands for the wavelength of incoming and out-
going light, and b,(1) and c, are the n-th basis function
(n=1,2,3,...,N) and its coefficient respectively.

In contrast to Parkkinen ef al., we study the spectral
reflectances of the Munsell Color Book chips not only in
visible wavelengths but also in NIR wavelengths. We ex-
perimentally show that the low-dimensional linear model in



WANG et al.: PER-PIXEL WATER DETECTION ON SURFACES WITH UNKNOWN REFLECTANCE

--.1-

! '.f'gti!" Munsell Book of Colors

| __,-.-...-

e

Vlslble Spectral Reflectance

“z Spectral Reflectance Dataset

1557

—_ Threshold

Estimated

NIR Spectral Reflectance |

histogram

NIR Spectral Reflectance
Input
Scene Spectral Reflectance

Fig.2  The flowchart of our proposed method for per-pixel water detection.

Eq. (1) is applicable not only to visible wavelengths but also
to visible to NIR wavelengths.

3.3 Estimation of NIR Spectral Reflectance

We capture an image of a scene of interest by using a hy-
perspectral camera. Suppose that the spectral irradiance of
the scene is uniform and known up to per-pixel scale, i.e.
the scene is illuminated by a single light source or multiple
light sources with the same spectral intensity. The per-pixel
spectral irradiance can be measured up to a scale by taking a
hyperspectral image of the scene and the white balance and
diffuse reflectance target of Spectralon at the same time for
example.

We denote the spectral radiance and irradiance at a cer-
tain surface point by s(4) and /(1) respectively. Then, the ap-
parent spectral reflectance p(2) at the surface point is given
by'

pn =210 @

@

We assume that surfaces of interest are opaque and
water-repellent, and that water is clear, containing no scat-
tering medium, and thin. Therefore, we consider water as
transparent liquid for visible wavelengths. Since water is
transparent for visible light, the apparent spectral reflectance
is the same as the original spectral reflectance in visible
wavelengths independent of the presence/absence of water.

"We determine the scale of the apparent spectral reflectance
so that its maximum value with respect to 4 is 1 without loss of
generality.

Then, we estimate the original spectral reflectance in NIR
wavelengths from the apparent spectral reflectance in vis-
ible wavelengths. Specifically, on the basis of Eq. (1), we
compute the coefficient ¢, by solving the set of linear equa-

tions:
N

P = Y cabu(A), (m=1,2,3,.., M). 3)
n=1
Here, A4, is the visible wavelength at which the apparent
spectral reflectance is given, and we set M > N. Substitut-
ing the computed coefficient ¢, into Eq. (1), we obtain the
original spectral reflectance p(A).

3.4 Per-Pixel Water Detection

Our proposed method detects water per pixel by exploiting
the observation that the apparent spectral reflectance at a
surface point is smaller than the original one in NIR wave-
lengths when water is present on the surface point. Specif-
ically, we tested two measures. The first measure Q; is
the sum of the difference between the estimated spectral re-
flectance p(1) and the apparent spectral reflectance p(1) in
NIR wavelengths [4;, 4;]:

Ay
01 = > [p(D) = p1. “)
A=
The second one Q; is the maximum value of the difference
between the estimated spectral reflectance p(4) and the ap-
parent spectral reflectance p(1) in NIR wavelengths:

0y = max [p(/l) (D)) ®)

A=[A1,4,]
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Since p(1) =~ p(1d) when water is absent, both the
0, and Q, take values near 0. On the other hand, since
p(1) > p(A) when water is present, both the QO and O,
take positive values. Thus, our method detect water by using
thresholding Q; or Q. In practice, due to the approximation
errors in the low-dimensional linear model and the noises in
hyperspectral images, both the Q; and Q, distribute around
0 and some positive values when water is absent and present
respectively. Therefore, we evaluate the approximation er-
rors of the spectral reflectances of the Munsell Color Book
chips and some labeled samples, and then perform Receiver
Operator Characteristic (ROC) analysis for determining the
threshold [20]. In Sect.4, we show that the measure based
on the maximum difference Q, performs better than the
straightforward measure Q; in terms of F-score.

4. Experiments
4.1 Low-Dimensional Linear Model Results

In this paper, the statistical structure of spectral reflectance
is analyzed, and a low-dimensional linear combination
model for the spectral reflectances from visible to NIR
wavelengths is described. Similar to Parkkinen et al. [19],
our analysis also based on the principal component analysis.
We measured total of 1302 spectral reflectances from visi-
ble to NIR wavelengths from the Munsell Color Book chips
with different hues, saturations, and values. In our proposed
method, the first 10 principal components are used for re-
constructing the measured spectral reflectance.

First, we obtained the basis vectors of the spectral re-
flectance from the visible to NIR wavelengths by using prin-
cipal component analysis, and show the first five basis vec-
tors in Fig. 3 (a). The first to fifth basis vectors are displayed
in order of decreasing eigenvalues. The first eigenvector cor-
responds to the mean of the measured vectors, and its flat-
ness indicates uniform covering of the color space. The cu-
mulative contributions of eigenvalues are 0.9967 and 0.9997
for the first five and ten eigenvalues respectively.

In the second phase, we tested the reconstruction of
the spectral reflectance by the basis vectors. In order to
verify the feasibility of the linear approximation of the
spectral reflectance from visible to NIR wavelengths, we
have imported the real-world hyperspectral image dataset
TokyoTech-dataset [21] (color images are shown in Fig.3
(b). The dataset contains 59-band hyperspectral images, in-
cluding both visible and NIR spectral reflectance, of colorful
objects with rich textures. Therefore, it is useful for the eval-
uation of various hyperspectral imaging and image restora-
tion tasks. Figure 3 (c) represents some results of restoring
the TokyoTech-dataset using our dataset. The dotted lines
are the actual spectral reflectances and the solid lines are
the their approximations by using the low-dimensional lin-
ear model. We can see that the restoration results are very
satisfactory; the RMSE error per band per pixel is 0.0183. It
shows that the spectra reflectances of natural scenes can be
reconstructed almost exactly by using 10 basis vectors.
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4.2  Per-Pixel Water Detection Results

In the experiment, object surfaces were illuminated by a
standard halogen lamp, and a hyperspectral camera manu-
factured by EBA JAPAN was used. We sampled spectral
reflectances from 380 to 1000 nm at 5-nm intervals, and
then obtained 125 bands of hyperspectral images. In this
paper, we assume that object surfaces is illuminated by a
light source of known spectral intensity. So, the spectral ir-
radiance of the light source is measured by using a standard
diffuse reflector. Then, the input spectral reflectances were
obtained by dividing the spectral radiances by the measured
spectral intensity of the light source. The process and results
of the proposed method are shown in Fig. 4 (c-e).

First, we captured the hyperspectral images of scenes
as with 125 bands. To facilitate understanding, we show the
color images of the scenes by converting the hyperspectral
images into the RGB images in Fig. 4(a).

Second, for each pixel, the apparent spectral re-
flectance in the visible wavelengths is used to estimate the
original spectral reflectance in NIR wavelengths from 835
nm to 1000 nm (34bands). In this paper, we used 10 ba-
sis vectors, and the coefficients were computed from the
apparent spectral reflectances between 380 nm to 830 nm
(91bands).The apparent and estimated spectral reflectances
at surface points without and with water are shown in Fig. 4
(c) and (d) respectively. Here, the solid red and blue lines
are for the apparent spectral reflectances, and the black dot-
ted lines are for the estimated original spectral reflectances.
As shown in Fig.4(c)(d), water is transparent for visible
wavelengths, and then the appearance of water on an ob-
ject surface significantly depends not on the water itself but
on the background object surface. The apparent spectral
reflectance and original spectral reflectance are almost the
same for visible wavelengths. On the other hand, in NIR
wavelengths, the brightness of an object surface on which
water is present is smaller than that without water, because
NIR light, incoming to and outgoing from the object sur-
face, is absorbed by water. In other words, the apparent
spectral reflectance is smaller when water is present. In NIR
wavelengths, as shown in Fig. 4(c), the apparent spectral re-
flectance without water is almost the same as the estimated
original spectral reflectance. However, as shown in Fig. 4
(d), the apparent spectral reflectance is smaller than the es-
timated original spectral reflectance.

Finally, (e) the histogram of the difference measure
Q) or O, over the entire image is made on the basis of
Eq. (3). The optimal threshold for classifying surface points
with/without water is determined by ROC analysis with
some samples with the ground truth labels. We used the
threshold to perform binary classification on a test scene.

4.3 Comparison with Existing Methods

We tested the performance of water detection on unknown
and complex backgrounds using complex textured cloths
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Fig.3 (a) Basis vector of spectral reflectances from visible to near-infrared. The first to fifth basis
vector are displayed in order of decreasing eigenvalues. (b) TokyoTech-dataset samples in color images.
(c) Restoration results (using our dataset for TokyoTech-dataset [21]). The RMSE per band per pixel is

0.0183.

(c)
Fig.4  The process and results of the method: (a) the color images of the targets converted from the
hyperspectral images, (b) the results of water detection; white/black stand for with/without water, (c)
the apparent spectral reflectance of a pixel in the image without water (solid red line), (d) the apparent
spectral reflectance of a pixel in the image with water (solid blue lines). The dotted black lines in (c)

and (d) are the estimated original spectral reflectances, (e) the histogram of the difference between the
estimated spectral reflectance and the apparent spectral reflectance.

((1)-(4)) and 6 different colors of leather ((5)-(6)) as ob-
jects. Odd numbers are non-water scenes and even numbers
are water scenes. In order to obtain the ground truth labels
for quantitative analysis, we first captured the image of the
surface without water, and then captured the image of the
object surface with water, and made positive solution labels
by finding differences and active contour [22].

To confirm the effectiveness of our proposed method,
we compared the performance of our method with those of

(b)

‘'non-water ) : water

threshold

(e)

the following methods.

NIR975nm (method based on only one NIR band) :
In the wavelengths of 380 to 1000 nm, we selected the wave-
length of 975 nm at which the water absorption is maximum,
and then used the apparent spectral reflectance at that band
as input.

NIROnly (method based on ratio of the short-
wave infrared bands)[10] : We used the ration of ap-
parent spectral reflectances ar two different wavelengths in
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NIR, 975 nm/830 nm, at which water absorption is maxi-
mum/minimum.

DTDCA (method based on orthogonal subspace
projection) [17] : The relative water absorption is given as
the detection target, the background is estimated, and the
score of the detector is used as an input. This is a common
method, please refer to [17] for detail.

WI2015 (method based on linear discriminant anal-
ysis) [11] : We assume the water absorption is known. The
same statistical analysis was used to determine the coef-
ficients that best separated the training class, like those
which minimize the within-class variance and maximize the
between-class variance, using linear discriminant analysis
classification. The training pixels included images with wa-
ter and without water. Then, we obtain the feature vector
and use the normalized value of the linear combination of
the recognition object and the feature vector as input. In par-
ticular, we use visible to NIR wavelengths instead of visible
to shortwave infrared wavelengths (in the existing method)
as objects.

NDWI [23] and HDWI [24] : NDWI and HDWI are
well-known indices for water detection. Since the spec-
tral range of our hyperspectral camera is limited from 380
nm to 1000 nm, we define NDWI as NDWI = (Green —
NIR)/(Green + NIR), where the Green and NIR bands
are [490,580]nm and [780,860]nm respectively. We define
HDWI as HDWI = (Red — NIR)/(Red + NIR), where the
Red and NIR bands are [650,700]nm and [705,850]nm re-
spectively.

RXD (method based on Reed-XiaoLi detector) [25] :
Algorithms commonly used in spectral anomaly detection.
please refer to [25] for details.

VSM (method based on vector-subspace model)
[26] : The VSM method also makes use of the low-
dimensional linear model in a similar manner to ours, but
the way of calculating the coeflicients is different. The VSM
method uses the reflectance from visible to NIR wavelengths
instead of NIR wavelength in Eq. (3).

We compared the performance of our proposed method
with those of closely related methods. The performances
were evaluated by using the receiver operator characteris-
tic (ROC) curves, which plot the true positive rate (TPR)
against the false positive rate (FPR) for a range of threshold
values [20]. TPR is the percentage of reference water pix-
els that are correctly classified, and FPR is the percentage of
reference non-water pixels incorrectly classified as water.

Different methods have different shaped ROC curves,
reflecting their variable accuracies in classifying the data
across different thresholds (Fig.5). Ours are the steepest
(closer to the top left in Fig.5), representing more accu-
rate results than the other indexes across a limited range
of thresholds. Across the full range of thresholds, Ours
achieves the highest area under the ROC curve (see AUC
in Table 1), as the index is more accurate when conservative
or liberal thresholds are used.

In addition, we also introduced recall, precision, and
F-score for quantitative analysis. The results are shown
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Table 1  The quantitative comparison with the closely related existing
methods in terms of Recall, Precision, F-score, and AUC.

Method H Recall | Precision | F-score [ AUC
Ours (Q7) 0.9196 0.9065 0.9130 | 0.9896
Ours (Q1) 0.8559 0.8934 0.8742 | 0.9939
NIR975nm 0.7447 0.5053 0.6021 | 0.9635

NIROnly [10] || 0.8699 0.9190 0.8938 | 0.9828
DTDCA [17] 0.5593 0.6315 0.5932 | 0.9409
WI2015 [11] 0.4287 0.3034 0.3553 | 0.8689

HDWI [24] 0.2511 0.0989 0.1419 | 0.5439
NDWI [23] 0.1601 0.1576 0.1588 | 0.6261
RXD [25] 0.2635 0.0790 0.1215 | 0.6513
VSM [26] 0.7119 0.8268 0.7651 | 0.9521

in Table 1. First, due to the influence of the near-infrared
light absorption of water and the reflectance of the surface
itself, the NIR method (NIR975nm) using only one band
has a higher recall, but the precision is extremely low. A
method that takes account of the changes in the absorption
rate (NIROnly) reduces the recall rate and improves pre-
cision. This is because the difference in reflectance of the
background itself is not taken into account. This is why the
AUC and F-score of both methods are not so high. Second,
in the method of simply estimating the reflectance of the sur-
face of the object (DTDCA), it can be seen that compared
with the above methods, the AUC is improved, but the F-
score is low. This is because the transparent color of water in
the visible range shows the background color, which results
in large errors for backgrounds. Third, in the method of clas-
sifying water background and anhydrous background with
LDA (WI2015), the results of water thickness and noise
cannot be considered, so the method does not work well.
Fourth, Table 1 clearly shows that NDWI, HDWI, and RXD
methods are not suitable for detecting water on the surface
with spatially-varying reflectance. Fifth, VSM method is not
as good as our method. Because the VSM method uses the
reflectance from visible to NIR wavelengths, and then the
coefficients are contaminated by the apparent reflectance at
NIR wavelengths when water is present. This is a possible
reason for false negatives(Fig. 6 (1)-(6)). Finally, consider-
ing the relationship between visible light, NIR, and the spec-
tral characteristics of water, the recall, and precision of our
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RGB image True Label NIR975nm NIROnly DTDCA WI2015 Our (Qq) Our (Q2) NDWI HDWI RXD VSM
F-score: 0.6021 0.8938 0.5932 0.3553 0.8742 0.9130 0.1419 0.1588 0.1215 0.7651
AUC:  0.9635 0.9828 0.9409 0.8689 0.9939 0.9896 0.5439 0.6261 0.6513 0.9521

Fig.6  The experimental results : (a) The scene is shown in the RGB image (water is absent/present
in the scenes with odd/even numbers), (b) true labels, and the result images of methods: (c) NIR975nm,
(d) NIROnly method, (e) DTDCA, (f) WI2015, (g) ours with Q1, (h) ours with O3, (i) NDWI, (j) HDWI,

(k) RXD, and (1) VSM.

method is a good balance. Our method also has a higher F-
score and AUC than existing methods. At the same time, we
can also see that our method (Q5) is better than our method
(Q1) in terms of F-score. This may be caused by the the ad-
ditive noises in the captured hyperspectral images, and the
approximation errors of the low-dimensional linear model.

In Fig. 6, we show (c-d) a method using only NIR, (e)
the existing method based on background estimation, and
(f) the existing method based on LDA classification. First,
Fig. 6 (c) shows that the NIR single-band method is difficult
to classify the originally small reflectance in near-infrared
and the small reflectance due to water absorption. This is
the reason why some colors are detected as water. We can
see that in Fig. 6 (d), the results of using only NIR have false
negative. We can see that part of the water is considered to
be background (as shown in Fig. 6 (d)-(6)). This is caused by
the surface with spatially-varying reflectance. Our method
has false negative too due to specular reflection on the wa-
ter surface. Ours may be solved by using a polarizing filter.
Second, in Fig. 6 (e), it can be seen that the overall detec-
tion result is not clearer than the NIR only method due to
using background estimating. Unfortunately, because water
is transparent for visible light, resulting in water with multi-
ple visible range reflectances. This is why relying solely on
the NIR absorption of water as a target may result in incor-
rect estimates of the reflectance of background components.
Third, as shown in Fig. 6 (f), the results are not well due to
errors caused by different water depths and noise. Finally,
Fig. 6 (h) clearly shows that our method (Q;) performs bet-
ter than the above methods. At the same time, in Fig. 6(g),
we can also see that our method (Q;) detects water when
there is no water in the background. There are two reasons
for errors. The first reason is noises in the hyperspectral im-
ages. The second reason is the use of the low-dimensional
linear model; its approximation accuracy is limited when a
small number of basis functions is used.

5. Conclusion and Future Work

In this paper, we proposed a method for per-pixel water de-
tection on surfaces with unknown and spatially-varying re-
flectance. Our proposed method estimates the original spec-
tral reflectance at each surface point in NIR wavelengths
from its apparent spectral reflectance in visible wavelengths.
Specifically, we make use of the low-dimensional linear
combination model for spectral reflectance from visible to
NIR wavelengths. Then, water is detected on the basis of
the difference between the estimated original spectral re-
flectance and the apparent one in NIR wavelengths. We con-
ducted a number of experiments using real images, and con-
firmed that our proposed method performs better than the
existing technology. In the future, we will reduce the num-
ber of bands to design a simple camera for water detection.
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